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In this paper, we propose a direct teaching system using virtual reality (VR). Direct teaching is one of the effective
methods for robot motion planning. However we consider the following concerns: 1) a real robot is required, 2) a robot
breaks down during teaching, and 3) the size of the robot that can be taught is limited. We have developed a system
that performs direct teaching with a virtual robot in VR space to overcome these problems. By using a virtual robot,
a real robot will not be required in motion planning. A virtual robot also does not have to worry about breakdowns.
In addition, the robot can be resized in VR space. Using the developed system, we have verified whether the motion
taught by the virtual robot is executed correctly by the real robot (NAO). In this paper, we describe the details of the
developed system and the results of an experiment in which the robot acquires a throwing motion using the system.

1. Introduction

Motion planning is necessary to make the robot which per-
forms various motions, and it could be a difficult problem in
robot development. There are many kinds of robots such as mo-
bile robots and humanoid robots. Motion planning is especially
hard for humanoid robots. One factor is the degrees of freedom
(DoF) of the robot. A humanoid robot with a high DoF can
perform a motion close to a human and sometimes required to
move like a human [1, 2]. However, a high DoF complicates
its control [3]. For example, walking and throwing with a hu-
manoid robot can be executed with complex motions. In robot
development, it is also important that easily performs motion
planning.

Direct teaching is a method of intuitively deciding the trajec-
tory of a robot and it can be a way to simplify motion planning.
In this teaching method, the trajectory of the motion done by the
robot is shown by a teacher by hand. (In this paper, a teacher
denotes a person who plans the motion of a robot.) It is possible
to plan the desired motion while holding the robot arm. In other
words, it is easy to teach the desired motion even if DoF is high.

In Fig. 1, it shows the flow of motion acquisition performed
in this paper. Various tasks are realized for humanoid robot and
robot arm etc. from the flow of direct teaching to reinforcement
learning [4, 5, 6, 7].

However, we regard the following three points as serious:

1) A real robot is required.
2) During robot teaching, the robot will break down or me-

chanical wear will occur.
3) There is a limitation on the size of the robot to which

direct teaching can be applied.

Therefore, we propose a direct teaching method that does not
require a real robot. We plan motions by using virtual robots
instead of real robots. It can plan motion without worrying about
mechanical wear. In addition, the size of a robot is variable in
the Virtual Reality (VR) space. Robots larger than humans can
be easily resized to be handled by humans.

Figure 1 The flow of motion acquisition by direct teaching
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Figure 2 Overview of the system architecture. The serial number indicates the flow of angle information. First, the user moves
the virtual robot in the Unity VR space to the desired position. The joint angle information is received by the ROS node, and the
simulation is performed by Gazebo. Finally, the simulation result is feedback to Unity’s virtual robot.

In this paper, we describe the features and configuration of
the proposed system and show the results of direct teaching to
a virtual robot using the system. Finally, we demonstrate the
effectiveness of the proposed system showing that the trajectory
taught in VR space and optimized by a reinforcement learning-
like method (RL-like method) was successfully executed by a
real robot.

2. Proposed System

2 – 1 VR space construction with exact robot dy-
namics

In this study, we used Unity to create a VR space. Unity is
widely used in 3D game development. However, in VR space,
there is a risk of teaching motions that cannot be executed by the
real robot. The robot’s 3D model used in this experiment did
not have a joint angle limitation. With a virtual robot without
a limit angle, a teacher may plan an undesired trajectory that
cannot be executed by a real robot. In VR space, it is necessary
to be able to plan motions without losing the characteristics of
real robots as much as possible. Therefore, we use the system
that feedbacks the information simulated using a robot simula-
tor to the virtual robot in the VR space. The proposed system
configuration integrating Unity and Gazebo is shown in Fig. 2.
The Gazebo is an open-source robot simulator, and Robot Op-
erating System (ROS) is a software platform for robots. In this
system, ROS works on connecting Unity and Gazebo. Since
the display of the VR space and the robot simulation are dis-
tributed between two PCs, a smooth VR display and real-time
simulation were realized. The User Interface PC and the Robot
Simulator PC are connected by Transmission Control Protocol
(TCP), and mutually communicate angle information. We have

created a TCP communication program using Unity C# and ROS
C++. By giving the joint angle fed back to Unity, the joint angle
limitation has attached to the virtual robot.

2 – 2 Equipment

Figure 3 The virtual hand goes inside the ball.

In this study, we use HTC VIVE for the Head Mounted Display
(HMD). It comes with two controllers, which can hold objects
in the VR space. However, we used the method described in
Section 2.3 to hold objects in VR space without using these
controllers.

In direct teaching, the teacher teaches the trajectory by using
hands. Trajectory teaching can be more intuitive by using hand
instead of the controller. For this reason, we used Leap Motion
to display the hands of a teacher in the VR space. It is possible
to teach the trajectory by hand as in actual direct teaching.

2 – 3 Object Holding in VR Space

The objects held by the teacher in the VR space have no feeling
of touch. In this paper, the objects that have no feeling of touch
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(a) Before holding a virtual object (b) After holding a virtual object

Figure 4 Virtual hands by Leap Motion. It shows two states that before holding a virtual object and after holding a virtual
object. Real Hands and Dummy Hands has overlapped in Fig. 4(a). Real Hands and Dummy Hands are displayed at different
position in Fig. 4(b).

in VR space is defined as virtual object. Therefore, when hold-
ing virtual object, sometimes the hand model may go through
surface of virtual object (Fig. 3). We propose a method that uses
two types of hand models. One is the Real Hand model and the
other is the Dummy Hand model. The Real Hand model always
tracks the hands of a teacher. The Dummy Hand model behaves
the same motion with the Real Hand model. When Finger tips
touch the surface some virtual objects, the Dummy Hand model
has fixed on the surface. If all Finger tips have touched the
surface, the virtual object moves the Real Hand model together.

In Fig. 4, it shows virtual hands that displayed by Leap Motion
and holding a virtual object. In Fig. 4 (a), the Real Hand model
and the Dummy Hand model are combined. In Fig. 4 (b), the
Real Hand model and the Dummy Hand model are separated.

In this research, we also use this method for robot teaching. We
made an object for collision detection on the arm of the robot
used in the experiment. When all the fingers of the teacher’s
touch the object, the teacher’s can create an arbitrary posture of
the robot using the method in this section. Note that this virtual
hands is not linked to the robot’s hand. This is a representation
of the teacher’s hand in the VR space, and is not used to create
a ball-grabbing motion with the robot’s hand.

3. Experiment and Result

We verified whether the developed system could teach the
robot motion. The throwing motion was taught to the virtual
robot in the VR space, and the real robot executed the acquisition
motion. The robot used in the experiment is Aldebaran-Robotics
NAO with 25 DoFs.

3 – 1 Trajectory Teaching to Virtual Robot

The throwing motion was taught to the virtual robot (NAO),
and optimization was performed in a RL-like method.

(1) Teaching Trajectory
The teacher performs motion planning that makes the trajec-

tory of the motion. In this experiment, the throwing motion is
selected as the task. The throwing motion constructed with two
motions: swinging the arm to the robot head and throwing it
down.

(2) Orbit Time Function
This section describes the time function representation of time-

series data. It is assumed that the trajectory of the right arm as
a time function.

The function considers an 𝑛-th order polynomial that is the
least squares optimal approximation. The trajectory executed by
the robot is represented by the following function 𝑝 (𝑡).

𝑝joint (𝑡) = 𝑎𝑛𝑡
𝑛 + 𝑎𝑛−1𝑡

𝑛−1 + · · · + 𝑎2𝑡
2 + 𝑎1𝑡 + 𝑎0 (1)

joint ∈ {RSP,RSR,RER,REY,RWY}

The time function of the orbit is composed of the coefficient 𝑎𝑛
and the order 𝑛. Where 𝑎𝑘 is a coefficient and jointis a joint
name (RSP, RSR, RER, REY), and RWY stand for Right Shoul-
der Pitch, Right Shoulder Roll, RER is Right Elbow Roll, REY
is Right Elbow Yaw, and Right Wrist Yaw respectively.

In the teaching of the throwing motion in this ex-
periment, the motion has been realized using five joints
(RSP,RSR,RER,REY,RWY). Table 1 shows the order of the time
function of the trajectory of each joint.
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Figure 5 The state of teaching the throwing motion by using developed system. The upper part is the robot simulator (Gazebo),
the middle part is the VR (created by Unity) image seen by the teacher, and the lower part is a state in which the teacher is
teaching the trajectory.

Table 1 Degree of interpolation formula for each joint

Joint name order
Right Shoulder Pitch (RSP) 5
Right Shoulder Roll (RSR) 7
Right Elbow Roll (RER) 9
Right Elbow Yaw (REY) 9
Right Wrist Yaw (RWY) 7

The coefficient 𝑎𝑘 of the time function 𝑝 (𝑡) can be obtained
by creating a Vandermonde matrix and solving a linear equation
(a = V−1y).
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Where 𝑡 is time, 𝑚 is the number of data, 𝑛 is the order of the
polynomial function, and 𝑦 is the numerical value of the joint
angle. The time function is obtained using 213 data (𝑚 = 213).
The time function of each joint is obtained from the time-series
data and the order by executing polyfit in MATLAB.

(3) Trajectory Optimization in a Way Like Reinforcement
Learning

This section describes trajectory optimization.
We have tried to optimize the time function and obtain the

optimal trajectory. In this study, the optimality is defined as
to be a trajectory with a short time from the first movement to
the end. The optimal trajectory can be obtained if the time the
robot executes by learning becomes shorter. A RL-like method
was applied to achieve that. It is better to apply reinforcement
learning such as PI2 [8, 9, 10]. However, in this study, we use a
simple learning method because to simplify learning problems.
The time required to execute the pitching motion is measured

and defined as the execution time. In this learning method, the
execution time is defined as the time from the start to the end of
the operation, and learning was performed to shorten it.

The time function is characterized by its coefficients. Chang-
ing each coefficient, the trajectory will also be changed. The
changed trajectory would retrain the characteristics with in-
finitesimal change of each coefficient. Also, the execution time
of the motion may change when the time function of the trajec-
tory changes.

Algorithm 1 reinforcement learning-like method
Input: 𝑝joint (𝑡)
Output: 𝑝joint (𝑡) (Optimized)

1: 𝑇0 execution time of 𝑝 (𝑡)
2: for 𝑗 = 1 to 300 do
3: for 𝑖 = 1 to 20 do
4: 𝑝′𝑖joint

(𝑡) = 𝑎′𝑛𝑡
𝑛 + 𝑎′𝑛−1𝑡

𝑛−1 + · · · + 𝑎′1𝑡 + 𝑎′0
(𝑎′

𝑘
= 𝑎𝑘 + noise)

5: 𝑇 ′𝑖 = the execution time of 𝑝′𝑖joint
(𝑡)

6: end for
7: 𝑇𝑗 = min𝑖 𝑇 ′𝑖
8: if 𝑇𝑗 < 𝑇𝑗−1 then
9: 𝑝joint (𝑡) ← 𝑝′𝑖joint

(𝑡) (𝑖 = arg min
𝑖

𝑇 ′𝑖 )

10: else
11: 𝑇𝑗 = 𝑇𝑗−1

12: end if
13: end for

Algorithm 1 shows the algorithm of a RL-like method. The
inner loop performs the following processing. First, a random
number 𝜖𝑘 is added to the parameter 𝑎𝑘 of the time function
𝑝joint (𝑡). The time function in which a random number 𝜖𝑘 is

新居浜工業高等専門学校紀要　第59巻（2023）

9



Figure 6 3 types of trajectory. (a) is the teaching trajectory, (b) is the time function trajectory, and (c) is the optimized trajectory.
The red dotted line in (c) is the angle at the time when the operation is completed. Execution time is reduced by optimization.

added to each coefficient is defined as 𝑝′𝑖joint
(𝑡).

𝑝′𝑖joint
(𝑡) = (𝑎𝑛 + 𝜖𝑛)𝑡𝑛 + (𝑎𝑛−1 + 𝜖𝑛−1)𝑡𝑛−1 + · · ·

+(𝑎1 + 𝜖1)𝑡 + (𝑎0 + 𝜖0) (3)
joint ∈ {RSP,RSR,RER,REY,RWY}

where 𝑖 (𝑖 = 1, 2, · · · , 20) is the number of loop. Next, the time
function 𝑝′𝑖joint

(𝑡) is executed by Gazebo (Robot simulator), and
the execution time is measured. 𝑇𝑖𝑚𝑒′𝑖 is defined as the time
required to execute 𝑝′𝑖joint

(𝑡). In the inner loop, 20 data sets of
the time function with random numbers and the time required to
execute the trajectory are formed.

The following processing is performed in the outer loop.
𝑀𝐼𝑁𝑇𝑖𝑚𝑒 is defined as the shortest execution time among the
20 data sets. 𝑇𝑖𝑚𝑒 is compared with 𝑀𝐼𝑁𝑇𝑖𝑚𝑒 , and if 𝑀𝐼𝑁𝑇𝑖𝑚𝑒

is shorter, the time function 𝑝′𝑖joint
(𝑡) of 𝑀𝐼𝑁𝑇𝑖𝑚𝑒 is substituted

for 𝑝 (𝑡). Otherwise, there is no change in 𝑝 (𝑡). After the com-
parison, return to the inner loop and re-evaluate the trajectory.
The time function 𝑝 (𝑡) at the end of the 300 outer loops is the
acquisition trajectory. This RL-like method was implemented
using MATLAB.

(4) Experimental Result
In Fig. 6, it shows a trajectory that teaches the pitching motion

(a), a trajectory obtained by converting the teaching data into a
time function (b), and a trajectory optimized by learning (c). It
can be seen that each of the five joints is represented as a time
function. The learning results is shown in Fig. 7. The motion is
realized by using Pitch and Yaw on the right shoulder, Roll and
Yaw on the right elbow, and Yaw on the right wrist. In Fig. 5,
it shows the state of teaching the throwing motion by using de-
veloped system. From Fig. 5, it can be seen that the teacher can

teach the throwing motion without using the real robot.

Figure 7 The state of RL-like method. The execution time
before optimization is 24 seconds. It can be seen that the exe-
cution time after optimization is 19 seconds and the execution
time is short.

Information of each joint angle at each time was also recorded
at the same time, and time-series data of the joint angles was
created. When the trajectory was executed by a robot on a robot
simulator (Gazebo), the execution time was about 24 seconds.
If the execution time is shorter than 24 seconds, we can regard
the trajectory as better. The running time of the trajectory finally
acquired by learning was about 19 seconds. Thus, we succeeded
in reducing the trajectory execution time by 5 seconds using a
RL-like method. However, the execution time did not become
shorter than 19 seconds in 300 times of learning. The reason
may be that the random number seed of the random noise was
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not appropriate and that the learning efficiency was poor because
it was not perfect reinforcement learning.

3 – 2 Execute the Acquisition trajectory with Real
Robot

We verify that the trajectory obtained by the optimization can
be executed by a real robot (NAO).

(1) Execution Environment

Figure 8 The environment for controlling the real robot.

The real robot executes the acquired trajectory using the envi-
ronment shown in Fig. 8. The NAO control application Chore-
graph was installed on the control PC (Ubuntu14.04), and a pro-
gram to execute the trajectory by the actual robot using Python
was described. The acquired trajectory is a time function that
outputs the joint angle at the time 𝑡 . The output trajectory is
executed by using the control PC.

(2) Experimental result
In Fig. 9, it shows the real robot performing the acquired tra-

jectory. From left to right, the photography have been taken
every 3 seconds. The throwing motion of swinging the right arm
from the initial position to the back of the head and throwing it
down was executed on the real robot. This result shows that our
proposed system is able to perform direct teaching system that
does not require a real robot.

4. Conclusions
This paper presented a direct teaching system that not requires

a real robot. Our system overcomes the following concerns: 1) a
real robot is required, 2) a robot breaks down during teaching,
3) the size of the robot that can be taught is limited.

We used virtual robots instead of real robots. A real robot is
not required during direct teaching. And it could overcome the
concern that the robot would break down. In addition, virtual
robots in VR space can be resized.

We verified whether the developed system could teach the
robot motion. First, we taught throwing motion with a virtual
robot in VR space. Second, the change in the joint angle of
the taught motion was converted into time-series data, and the

trajectory of the motion was expressed as a time function. Third,
we optimized the time function. Execution time was reduced
from 24 seconds to 19 seconds using a RL-like method. Finally,
we were able to execute the trajectory obtained by learning with
the real robot (NAO). Therefore, we succeeded in developing a
direct teaching system that does not require a real robot.

Future tasks include the introduction of well-known reinforce-
ment learning method and a review of trajectory evaluation items.
However, our RL-like method reduced the trajectory execution
time by only 5 seconds. This learning method may be less effi-
cient than complete reinforcement learning. Next, it is necessary
to consider a method for evaluating the trajectory evaluation item
that is not the execution time. NAO on the simulator (Gazebo)
used in this study could not hold the ball. For this reason, we
optimized the trajectory execution time. Throwing the ball far-
ther or throwing the target position is a more practical trajectory.
It is necessary that the robot holds the ball and uses these as
evaluation items for acquiring the trajectory.
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