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Optimization of surface-mount-device |ight-emitting diode packaging: investigation of effects
of component optical properties on |ight extraction efficiency

Tomoaki Kashiwao*1, Mayu Hiura*l, Yee Yan Lim*2, Alireza Bahadori*2, Kenji Ikeda*3, Mikio Deguchi*1
1 FTE TEmF R hlE e

*2 Southern Cross University, School of Environment, Science and Engineering

*3 Tokushima University, Graduate School of Institute of Technology and Science

Optical Engineering 55(2), 025101 (February 2016)

An investigation of the effects of the optical properties of surface-mount—device (SMD)
light-emitting diode (LED) (side-view and top-view LEDs) packaging (PKG) components on the light
extraction efficiency 7 p Using ray—tracing simulations is presented. In particular, it is found
that the optical properties of the PKG resin and the lead—frame (L/F) silver-plating significantly
affect npe. Thus, the effects of the surface reflection methods of these components are investigated
in order to optimize the optical design of the LED PKG. It is shown that there exists peak extraction
efficiency for each PKG, and the cavity angle formed by the cavity wall is important to the optical
design. In addition, the effect of phosphor present in the mold resin is examined using a Mie
scattering simulation. Finally, an SMD LED PKG optical design method is proposed on the basis of

the simulation results.
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Rational Design Optimization Method for Reducing Cost and Improving Performance of Commonal ized
IPM Motors

So Noguchi*l, S. Matsutomo*2

*1 AFRHE R, *2 BEi T 2Em P

IEEE Transactions on Magnetics, Volume:51, Issue: 3, Article#:7202904 (2015).

In this paper, we propose an economically efficient optimal design method of different—size
interior permanent magnet (IPM) motors to maximize their efficiency. Since the homothetic shape
is used, the optimization design is, at once, performed. The use of the commonalized design can
reduce the productive costs. Game theory is employed as an optimization method. The game theory
can simultaneously increase the efficiency of all the IPM motors with the common and homothetic
shape. So far, there are no previous reports considering both the economical efficiency and the
motor performance simultaneously. Therefore, the proposed optimal design method of the commonalized
different—size IPM motors using the game theory method achieves a high electrical efficiency in
addition to the economical efficiency due to design optimization.
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Simulation of heat generation behavior in Ti—coated ablation needle for cancer therapy using

high—frequency induction technique

T. Naohara*l, H. Aono*l, T. Maehara*l, S. Matsutomo*2, H. Hirazawa*2 and Y. Watanabe*l

*1 IR, 2 FE L R

Proc. of 8th International Conference on Electromagnetic Processing of Materials, 465-468, (2015).
For the purpose of developing a novel ablation therapy for oral cancer, the heat generation

behavior of a prototype Ti—coated needle with an inserted carbon steel rod was simulated in a

high—frequency induction field at 350kHz. Based on the magnetic field analysis performed at the

inclination angle of 0= 0deg relative to the magnetic flux direction, both the magnetic flux density

and eddy current density were the highest at the surface and in its vicinity, but drastically

decreased with the depth in the inserted ferromagnetic carbon steel rod. For the simulation image
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at the inclination angle of 6= 90deg, the eddy current flowed on the outer Ti component which has
an enlarged area perpendicular to the magnetic flux direction.
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Generation of Radio Frequency Plasmas in Pure Water within Hole in Insulating Plate
Tsunehiro Maehara*1, Shinya Matsutomo*2, Shin Yamamoto*1, Shinobu Mukasa*1l, Ayaka Tanaka*1, Ayato
Kawashima1

*1 IR, 2 FE LR R

68th Annual Gaseous Electronics Conference/9th International Conference on Reactive Plasmas/33rd
Symposium on Plasma Processing, Volume 60, Number 9 (2015).

Recently, various types of plasmas in water have been investigated. In some cases, it has been
observed that plasmas in water are not in contact with the metal electrodes. In these systems, no
metal electrodes contaminate water. Our research group has carried out experimental investigations
on RF plasma enclosed in a bubble within a hole in an insulating plate. RF power was applied between
two electrodes, and an insulating plate was placed between them. RF plasmas in pure water (0. 2mS/m)
and 1 wt% NaCl solution can be generated within the hole, apart from the electrodes. When hole
diameter is 3—-10 mm, the plasmas can be maintained stably. From finite element method, the electric
field and heat density before breakdown were estimated, and on the basis of those calculations it
was shown that bubble formation is a key factor for plasma generation, that is, in both the cases,
the existence of a bubble increases the electric field at the side of the bubble increases.
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Immersive Real-time Visualization Systemof 3D Magnetic Field with Augmented Real ity Technology
for Education

Shinya Matsutomo*1, Kenta Mitsufuji*2, Shunsuke Miyazaki*l, So Noguchi*3

1 B T AP, 2 KPR, *3 ki Ky

20th International Conference on the Computation of Electromagnetic Fields (COMPUMAG2015), ID: 325
/ PD1: 11 (2015).

We propose a new immersive real—time visualization system of 3D magnetic field utilizing Augmented
Reality Technology for education in this paper. A real-time method of drawing flux lines in 3D space
is newly developed for the proposed visualization system. It enables a user to easily observe and
perceive a magnetic field generated by multiple sources (e.g. magnet and/or coil) in an augmented
3D space. Additionally, it permits the user to move the sources by own his/her hands and to observe
the interfering magnetic field in real-time. As a result, the user can intuitively observe and
understand the magnetic field even in 3D space.
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Estimation of water-hydrocarbon mutual solubility in gas processing operations using an
intel |l igent model

M. A. Ahmadi*l, T. Kashiwao*2, M. Bahadori*3 & A. Bahadori*4

*1 Department of Petroleum Engineering, Ahwaz Faculty of Petroleum Engineering, Petroleum University
of Technology

*2 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
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*3 National Iranian Drilling Company, Waste Management Department
*4 Southern Cross University, School of Environment, Science and Engineering
Petroleum Science and Technology, Volume 34, Issue 4, Pages 328-334, 17 Mar 2016.

An accurate prediction of the mutual solubilities of hydrocarbons and water is extremely useful
in oil, gas, and chemical industries. Estimating the solubility of hydrocarbons in water is required
to describe their phase distribution through the removal process and also in the design of separation
equipment. The current study plays emphasis on applying the predictive model based on the least
square support vector machine (LSSVM) to estimate mutual water—hydrocarbon solubility at a wide
range of conditions. A genetic algorithm (GA) was employed to choose and optimize hyperparameters
(y and 0%, which are embedded in LSSVM model. Utilization of this model showed high competence
of the applied model in terms of coefficient of determination (R®) of 0.9998 and 0.9994, Average
absolute relative deviation (AARD) of 1.1378 and 1.12459 from experimental values for predicted
water solubility in hydrocarbons and hydrocarbon solubility in water, correspondingly. Using this
method is quite simple and accurate to determine the mutual water—hydrocarbon solubility with
negligible uncertainty.

HE 83

Prediction of carbon dioxide solubility in ionic liquids using MLP and radial basis function
(RBF) neural networks
Afshin Tatar*l, Saeid Naseri*2, Mohammad Bahadori*3, Ali Zeinolabedini Hezave*4, Tomoaki
Kashiwao*b, Alireza Bahadori*6, and Hoda Darvish#*7
*1 Young Researchers and Elite Club, North Tehran Branch, Islamic Azad University
*2 Department of Petroleum Engineering, Ahwaz Faculty of Petroleum Engineering, Petroleum University
of Technology
*3 School of Soil Science Engineering, University of Tehran
*4 School of Chemical and Petroleum Engineering, Shiraz University
*5 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
*6 Southern Cross University, School of Environment, Science and Engineering
*7 Department of Petroleum Engineering, Islamic Azad University
Journal of the Taiwan Institute of Chemical Engineers, Volume 60, Pages 151-164, March 2016
Elimination of carbon dioxide from gas mixtures is a common commercial step in natural gas
refineries. Nowadays, room—temperature ionic liquids, which are a relatively novel type of compounds
have gained attention in recent years and have potential to be considered as a substitution for
conventional volatile organic solvents in reaction and separation processes. No flammability, high
thermal stability, a wide liquid range, and electric conductivity are some properties of ILs, which
make them interesting more and more
Information about the solubility and the rate of solubility is a crucial factor for consideration
of ILs for potential industrial processes. Because of some difficulties associated with experimental
measurements and expenses spent on ILs, developing predictive methods for prognostication of the
phase behavior of such types of systems are more favorable. Thermodynamic models are relatively
complex and require complicated mathematical operations
Due to such difficulties there is a need to develop general models capable to predict phase behavior
of systems such as CO, with various kinds of ILs. In this study, four different methods based on
artificial intelligence are proposed to predict CO, solubility in different ionic liquids. The
results showed that the predicted values are in great agreement with the experimental data and the
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maximum absolute error deviation for the best predictor is no more than 3.5%. A comparison between
developed models and previously published ones reveals the superiority of the proposed models in
this study.
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Estimation of Emission of Hydrocarbons and Filling Losses in Storage Containers Using
Intel |l igent Models

A. Bahadoria*l, A. Baghban*2, M. Bahadori*3, T. Kashiwao*4 & M. Vafaee Ayouri*b

*1 School of Environment, Science and Engineering, Southern Cross University

*2 Department of Gas Engineering, Ahwaz Faculty of Petroleum Engineering, Petroleum University of
Technology

*3 University of Tehran, Department of Soil Science Engineering

*4 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
*#5 Automation and Instrumentation Department, Ahwaz Faculty of Petroleum Engineering, Petroleum
University of Technology

Petroleum Science and Technology, Volume 34, Issue 2, Pages 145-152, 24 Feb 2016.

The emission of hydrocarbon plays a key role in the oil and gas production industries and can
pose a danger. In the current cooperation, two intelligent simple tools, namely, support vector
machine (SVM) and adaptive network based fuzzy inference system (ANFIS), have been developed to
predict the amount of filling loss in storage tanks at vapor pressures ranging between 0 and 101
KPa and working pressures ranging between 101. 325 and 251. 325 KPa. Based on statistical analysis,
estimations by the SVM approach show better accuracy than the ANFIS method. The proposed models
are easy to apply and would be of great assistance to engineers, particularly those dealing with
the design and applications of storage tanks. The efforts in this study will cover the manner for
making precise estimations of the filling losses in storage tanks, which can help researchers and
engineers control the operational conditions
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Prediction of absorption and stripping factors in natural gas processing industries using
feedforward artificial neural network

Zainal Ahmad*1, Jie Zhang*2, Tomoaki Kashiwao*3 & Alireza Bahadori*4

*1 School of Chemical Engineering, Engineering Campus, Universiti Sains Malaysia

*2 School of Chemical Engineering and Advanced Materials, Newcastle University

*3 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
*4 School of Environment, Science and Engineering, Southern Cross University

Petroleum Science and Technology, Volume 34, Issue 2, Pages 105-113, 22 Feb 2016.

In dynamic simulators, mathematical models are applied in order to study the time—dependent
behavior of a system, meaning the system process units and the corresponding control units.
Absorption and stripping are the unit operations that are widely used in the natural gas processing
industries. Many attempts have been made to define an average absorption factor method to short—cut
the time consuming rigorous calculation procedures. One of the options for this complex engineering
modeling problem is artificial intelligence approach. Artificial neural networks have been shown
to be able to approximate any continuous nonlinear functions and have been used to build data base
empirical models for nonlinear processes. In this study, feedforward neural networks (FANN) models
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were used to model the absorption efficiency. The mean square error (MSE), residue analysis and
coefficient of determination based on the observed and prediction output is chosen as the performance
criteria of model. It was found that the developed FANN models provided satisfactory model with
the MSE and coefficient of determination of 0.0003 and 0.9998 for new unseen data from literature
respectively

HE 83

Optimization of surface-mount-device |ight-emitting diode packaging: investigation of effects
of component optical properties on light extraction efficiency
Tomoaki Kashiwao*1, 2, Mayu Hiura*1, Yee Yan Lim*2, Alireza Bahadori*2, Kenji Ikeda*3, and Mikio
Deguchi*1
*1 National Institute of Technology, Niihama College, Department of Electronics and Control Engineering
*2 Southern Cross University, School of Environment, Science and Engineering
*3 Tokushima University, Graduate School of Institute of Technology and Science
Optical Engineering, 55(2), 025101, Feb 02, 2016.
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Accurate prediction of properties of carbon dioxide for carbon capture and sequestration
operations

M. A. Ahmadi*1, T. Kashiwao*2, J. Rozyn*3 & A. Bahadori*3

*1 Ahwaz Faculty of Petroleum Engineering, Petroleum University of Technology

*2 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
*3 School of Environmental Science and Engineering, Southern Cross University

Petroleum Science and Technology, Volume 34, Issue 1, Pages 97-103, 29 Jan 2016.

Development of robust predictive models to estimate the transport properties of gases (namely
viscosity and thermal conductivity) is of immense help in many engineering applications. This study
highlights the application of the artificial neural network (ANN) and least squares support vector
machine (LSSVM) modeling approaches to estimate the viscosity and thermal conductivity of CO, To
propose the machine learning methods, a total of 800 data gathered from the literature covering
a wide temperature range of 200-1000 K and a wide pressure range of 0. 1-100 MPa were used. Particle
swarm optimization (PSO) and genetic algorithm (GA) as population-based stochastic search
algorithms were applied for training of ANNs and to achieve the optimum LSSVM model variables. For
the purpose of predicting viscosity, the PSO-ANN and GA-LSSVM methods yielded the mean absolute
error (MAE) and coefficient of determination (#) values of 1.736 and 0.995 as well as 0.51930 and
0.99934, respectively for the whole data set, while for the purpose of predicting thermal
conductivity, the PSO-ANN and GA-LSSVM models yielded the MAE and/® values of 1.43044 and 0. 99704
as well as 0. 72140 and 0. 99857, respectively for the whole data set. Both methods provide properly
capable method for predicting the thermal conductivity and viscosity of CO,.

HE 84

Evolving a robust modeling tool for prediction of natural gas hydrate formation conditions
Ebrahim Soroush#*1, Mohammad Mesbah*2, Amin Shokrollahi*2, Jake Rozyn#*3, Moonyong Lee*4, Tomoaki
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Kashiwao*b, and Alireza Bahadori*3

*] Department of Chemical Engineering, Sahand University of Technology

*2 Department of Chemical and Petroleum Engineering, Sharif University of Technology

*3 Southern Cross University, School of Environment, Science and Engineering

*4 School of Chemical Engineering, Yeungnam University

*5 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College

Journal of Unconventional 0il and Gas Resources, Volume 12, Pages 45-55, December 2015.
Natural gas is a very important energy source. The production, processing and transportation of

natural gas can be affected significantly by gas hydrates. Pipeline blockages due to hydrate

formation causes operational problems and a decrease in production performance. This paper presents

an improved artificial neural network (ANN) method to predict the hydrate formation temperature

(HFT) for a wide range of gas mixtures. A new approach was used to define the variables for formation

of a hydrate structure according to each species presented in natural gas mixtures. This approach

resulted in a strong network with a precise prediction, especially in the case of sour gases
This study also presents a detailed comparison of the results predicted by this ANN model with

those of other correlations and thermodynamics—based models for an estimation of the HFT. The results

showed that the proposed ANN model predictions are in much better agreement with the experimental

data than the existing models and correlations. Finally, outlier detection was performed on the

entire data set to identify any defective measurements of the experimental data.
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Application of Radial Basis Function Neural Network for Prediction of Titration—-Based
Asphaltene Precipitation

S. Naseri*l, A. Tatar*2, M. Bahadori*3, J. Rozyn*4, T. Kashiwao*b & A. Bahadori*6

*1 Department of Chemical Engineering, Sahand University of Technology

*2 Department of Chemical and Petroleum Engineering, Sharif University of Technology

*3 Southern Cross University, School of Environment, Science and Engineering

*4 School of Chemical Engineering, Yeungnam University

*5 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
Petroleum Science and Technology, Volume 33, Issue 23-24, Pages 1875-1882, 22 Dec 2015.

The precipitation of asphaltene, a polar fraction of crude oil, during oil production has
unfavorable impacts on many parts of the petroleum industry. Within the upstream processes,
asphaltene precipitation occurs in crude oil, forming solid deposits in the reservoir during
enhanced oil recovery operations and natural depletion. This significantly influences the porosity
and permeability of the reservoir, reducing the effectiveness of the recovery process. Precipitation
and deposition in downstream processes causes noticeable increases in production costs. Therefore,
it is essential to predict the amount of asphaltene precipitation based on pressure, temperature
and liquid phase composition using a dependable, precise, and robust strategy. However, the
experimental measurement techniques used to estimate amounts are expensive and time consuming, while
the thermodynamic models available are also somewhat complex. The authors propose an innovative
approach for the simple and prompt prediction of asphaltene precipitation, employing an artificial
neural network. The results show that the predicted values were in agreement with the experimental
data, with the maximum absolute error deviation for the proposed model no more than 2.46%. A
comparison of the proposed model with previously presented models highlight the superiority of the
model developed in this study.
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Prediction of supercritical C02/brine relative permeability in sedimentary basins during
carbon dioxide sequestration
Afshin Tatar*l, Amin Shokrollahi%*1, Moonyong Lee*2, Tomoaki Kashiwao*3, and Alireza Bahadori%4
*1 Young Researchers and Elite Club, North Tehran Branch, Islamic Azad University
*2 School of Chemical Engineering, Yeungnam University
*3 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
*4 Southern Cross University, School of Environment, Science and Engineering
Greenhouse Gases: Science and Technology, Volume 5, Issue 6, Pages 756-771, December 2015
This study aims to accurately determine supercritical CO;/brine relative permeability, using a
hybrid Genetic Algorithm—Radial Basis Function (GA-RBF) neural network. COs;sequestration, along
with some enhanced oil recovery (EOR) processes, demands an exact knowledge of relative permeability
in order to ensure the viability of the operation. Previous studies have shown that errors in
COy/brine relative permeability data might result in a four—fold error in injectivity estimation.
This, as well as several recent studies regarding the relative permeability of COy/brine systems,
has indicated the importance of this parameter. The developed GA-RBF model was determined to be
in excellent accordance with experimental data, yielding average absolute relative deviations
(AARD) of 4.66% and 2.11% for CO; and brine relative permeability, respectively. In addition,
comprehensive comparisons between classic models and the proposed GA-RBF model have been carried
out. Based on these comparisons, it may be concluded that the proposed model is superior to the
classic method (simple correlation) in terms of its accuracy in determining the viability of
CO; sequestration operations
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Prediction of 0il Production Rate Using Vapor—extraction Technique in Heavy 0il Recovery
Operations
M. A. Ahmadix1l, T. Kashiwao*2 & A. Bahadori*3
*1 Department of Petroleum Engineering, Ahwaz Faculty of Petroleum Engineering, Petroleum University
of Technology
*2 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
*3 Southern Cross University, School of Environment, Science and Engineering
Petroleum Science and Technology, Volume 33, Issue 20, Pages 1764-1769, 17 Dec 2015

Heavy oil and bitumen are major parts of the petroleum reserves in north of America. Owning to
this fact and produce this type of oils various methods could be considered. Vapor extraction (VAPEX)
method is one of the promising methods that have been executed successfully through North America,
specifically in Canada, and is a solvent—-based approach. The authors present the implication of
the new type of network approach with low parameters called least square support vector machine
(LSSVM) in prediction of the oil production rate via VAPEX method. To evaluate and examine the
accuracy and effectiveness of both developed models in estimation oil production rate via VAPEX
method, extensive experimental VAPEX data were faced to the two addressed models. Moreover,
statistical analysis of the output results of the LSSVM was conducted. Based on the determined
statistical parameters, the outcomes of the LSSVM model has lower deviation from relevant actual
value. Knowledge about oil production via enhanced oil recovery (EOR) methods could help to select
and design more proper EOR approach for production purposes. Outcomes of this research communication
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could improve precision of the commercial reservoir simulators for heavy oil recovery specifically
in thermal techniques

HE 83

Evaluation of Different Artificial Intelligent Models to Predict Reservoir Formation Water
Density
A. Tatarxl, S. Naseri*2, M. Bahadori*3, J. Rozyn*4, M. Lee*b, T. Kashiwao*6 & A. Bahadori*4
*1 Young Researchers and Elite Club, North Tehran Branch, Islamic Azad University
*2 Department of Petroleum Engineering, Ahwaz Faculty of Petroleum Engineering Petroleum University
of Technology
*3 University of Tehran, School of Soil Science and Engineering
*4 Southern Cross University, School of Environment, Science and Engineering
*5 School of Chemical Engineering, Yeungnam University
*6 Department of Electronics and Control Engineering, Niihama College
Petroleum Science and Technology, Volume 33, Issue 20, Pages 1749-1756, 17 Dec 2015

Nearly all hydrocarbon reservoirs are bounded by water—saturated rocks, namely aquifers. In
addition to natural water drive, there is an artificial water drive mechanism in which water is
injected into formation to intensify the reservoir pressure. This method, employed to induce the
hydrocarbon production, is called water flooding. Several laboratory researches have shown that
oil recovery can be heightened by making some alterations to injected brine salinity through water
flooding. Accordingly, acquiring exact information about the PVT characteristics of brine is
necessary. Density is a property of great importance as it is employed in various physical, chemical,
geothermal, and geochemical aspects. The authors aimed to develop a dependable intelligent method
to accurately predict the brine density at elevated temperatures and pressures. MLP and GA-RBF models
were utilized in this study. The results showed that the proposed model is capable of accurately
predicting the brine density at elevated pressures and temperatures for different concentrations
of brine. The correlation factor of 1. 0000 and root mean squared error of 3. 27E-05 demonstrate the
accuracy of the proposed model.
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Determination of oil well production performance using artificial neural network (ANN) |inked
to the particle swarm optimization (PSO) tool
Mohammad Ali Ahmadi*1 , Reza Soleimani*2, Moonyong Lee*3, Tomoaki Kashiwao*4, and Alireza
Bahadori*b
*] Department of Petroleum Engineering, Ahwaz Faculty of Petroleum Engineering, Petroleum University
of Technology
*2 Young Researchers and Elite Club, Neyshabur Branch, Islamic Azad University
*3 School of Chemical Engineering, Yeungnam University
*4 Department of Electronics and Control Engineering, National Institute of Technology, Niihama College
*5 School of Environment, Science & Engineering, Southern Cross University
Petroleum, Volume 1, Issue 2, Pages 118-132, June 2015.

Greater complexity is involved in the transient pressure analysis of horizontal oil wells in
contrast to vertical wells, as the horizontal wells are considered entirely horizontal and parallel
with the top and underneath boundaries of the oil reserve. Therefore, there is an essential need
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to estimate productivity of horizontal wells accurately to examine the effectiveness of a horizontal
well in terms of technical and economic prospects.

In this work, novel and rigorous methods based on two different types of intelligent approaches
including the artificial neural network (ANN) linked to the particle swarm optimization (PSO) tool
are developed to precisely forecast the productivity of horizontal wells under pseudo—steady—state
conditions. It was found that there is very good match between the modeling output and the real
data taken from the literature, so that a very low average absolute error percentage is attained
(e.g., <0.82%). The developed techniques can be also incorporated in the numerical reservoir
simulation packages for the purpose of accuracy improvement as well as better parametric sensitivity
analysis.
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Robust LQR design of neutral systems with time-varying delay and polytopic uncertainty
Tsuyoshi Matsuki*1, Tomohiro Kubo*2, Hidetoshi Oya*2

*INational Institute of Technology, Niihama College

*2 Institute of Technology and Science, Tokushima University

Proceedings of The 10th Asian Control Conference 2015, pp.2582-2587, (2015.06)

In designs of a state feedback controller, the resulting system is desired to be robust stable,
even when the plant has a time—delay and an uncertainty which have possible to not only reduce the
controller performance, but to also destabilize the system. In this paper, we propose a design method
to construct a robust linear quadratic regulator (robust LQR) for a neutral system with a
time-varying delay and polytopic uncertainties. The regulator is guaranteed to have a good
robustness properties as same as the ordinary finite dimensional LQR.
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Synthesis of Variable Gain Robust Control lers Based on Point Memory LQ Regulator for a Class
of Uncertain Time-Delay Systems

Kensaku Endo*1, Tomohiro Kubo*2, Hidetoshi Oya*2, Tsuyoshi Matsuki*3

*1 The Grad. School of Advanced Technology and Science, Tokushima University

*2 Institute of Technology and Science, Tokushima University

*3 National Institute of Technology, Niihama College

Proceedings of The 10th Asian Control Conference 2015, pp.2957-2961, (2015.06)

This paper proposes a design method of a variable gain robust controller based on point memory
feedback for a class of uncertain time—delay systems. The proposed variable gain robust controller
consists of a fixed gain controller derived by using the nominal time—delay system and a variable
gain one, and the fixed gain controller is a point memory LQ regulator. In this paper, we show that
sufficient conditions for the existence of the proposed variable gain robust controller are given
in terms of LMIs. Finally, a simple numerical example is included to show the effectiveness of the

proposed robust control system.
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Local Rainfall Prediction Using Artificial Neural Network Algorithm
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He has successfully developed software using ANN for rainfall prediction in Tokyo, Japan, and

now going to apply his ANN modelling tool on Lismore’ s local database using Australian Bureau of

Meteorology data.
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